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Abstract 

Background: Rapid referral of traumatic brain injury (TBI) patients requiring emergency neurosurgery to a special‑
ized trauma center can significantly reduce morbidity and mortality. Currently, no model has been reported to predict 
the need for acute neurosurgery in severe to moderate TBI patients. This study aims to evaluate the performance of 
Machine Learning‑based models to establish to predict the need for neurosurgery procedure within 24 h after moder‑
ate to severe TBI.

Methods: Retrospective multicenter cohort study using data from a national trauma registry (Traumabase®) from 
November 2011 to December 2020. Inclusion criteria correspond to patients over 18 years old with moderate or 
severe TBI (Glasgow coma score ≤ 12) during prehospital assessment. Patients who died within the first 24 h after hos‑
pital admission and secondary transfers were excluded. The population was divided into a train set (80% of patients) 
and a test set (20% of patients). Several approaches were used to define the best prognostic model (linear nearest 
neighbor or ensemble model). The Shapley Value was used to identify the most relevant pre‑hospital variables for 
prediction.

Results: 2159 patients were included in the study. 914 patients (42%) required neurosurgical intervention within 
24 h. The population was predominantly male (77%), young (median age 35 years [IQR 24–52]) with severe head 
injury (median GCS 6 [3–9]). Based on the evaluation of the predictive model on the test set, the logistic regression 
model had an AUC of 0.76. The best predictive model was obtained with the CatBoost technique (AUC 0.81). Accord‑
ing to the Shapley values method, the most predictive variables in the CatBoost were a low initial Glasgow coma 
score, the regression of pupillary abnormality after osmotherapy, a high blood pressure and a low heart rate.

Conclusion: Machine learning‑based models could predict the need for emergency neurosurgery within 24 h after 
moderate and severe head injury. Potential clinical benefits of such models as a decision‑making tool deserve further 
assessment. The performance in real‑life setting and the impact on clinical decision‑making of the model requires 
workflow integration and prospective assessment.

Keywords: Traumatic brain injury, Trauma, Emergency neurosurgery, Prediction models, Artificial intelligence

© The Author(s) 2022. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which 
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this 
licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/. The Creative Commons Public Domain Dedication waiver (http:// creat iveco 
mmons. org/ publi cdoma in/ zero/1. 0/) applies to the data made available in this article, unless otherwise stated in a credit line to the data.

Background
Traumatic brain injury (TBI)  is a major public health 
concern affecting mostly young people, victims of road 
traffic accidents, and the elderly, victims of falls [Using 
the random forest as the base model to train to get the 
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importance of different features for selection].  Despite 
recent progress in neurosurgical and neurocritical 
care, TBI remains  one of the most common causes of 
injury-related  morbi-mortality [2].  In order to improve 
outcome, the Brain Trauma Foundation (BTF)  Prehos-
pital Guidelines recommend that TBI patients be trans-
ported to a hospital with computed tomography (CT) 
scanning, neurosurgical care and  intracranial pressure 
(ICP)  monitoring capacities [3]. Among moderate to 
severe TBI, 15–40% of patients will require an emergency 
intracranial  surgery  which including craniotomy and 
decompressive craniectomy [4–6]. These patients  carry 
the higher risk of dying  within the first 24–48  h due to 
extensive intracranial hemorrhage or severe intracra-
nial hypertension and therefore require prompt  identi-
fication and rapid referral to a specialized neurotrauma 
center (SNC) [7, 8]. Furthermore, the early identifica-
tion of patients at risk of emergency neurosurgery (EN) 
will allow the trauma team to efficiently anticipate and 
prepare the required resources. This overall improve-
ment could streamline the trauma system and improve 
time efficiency. However,  identifying TBI patients who 
will benefit from EN remains challenging in the pre-
hospital  field, due to limited diagnostic resources in a 
miscellaneous pre-hospital environment [9]. Machine 
Learning (ML) provides a way to  develop new clinical 
tools by exploiting large datasets and advanced computa-
tion resources [10, 11].  In recent years, many new clini-
cal diagnostic tools have been developed using machine 
learning methods[12, 13]. This  study  aims to explore 
the use of machine learning to elaborate  a  predictive 
model of emergency neurosurgery within 24 h after hos-
pital admission in patients with moderate to severe trau-
matic brain injury.

Methods
Study design
This is a retrospective, multicenter, cross-sectional diag-
nostic study that is conducted to predict the need for 
neurosurgery within 24  h following TBI. This study 
adheres to existing recommendations on diagnostic 
model development, individual patient data meta-analy-
sis (IPD-MA), and reports the resulting model in accord-
ance with the Transparent Reporting of a multivariable 
model for Individual Prognosis or Diagnosis (TRI-POD) 
guidelines (see TRIPOD checklist in Additional file 1: S3)
[14]. Prospective data collection started in November 
2011 and ended in December 2020.

Participants
All patients, 18 years old or more and suspected of trau-
matic brain injury with a Glasgow coma score ≤ 12 and 
directly transported to a participating SNC. Patients who 

died within 24  h after admission or not directly admit-
ted to a participant SNC were excluded. All trauma cent-
ers from the Traumabase® registry were included in this 
study (Additional file 1: S1).

Data source
The Traumabase® registry prospectively collects socio-
demographic, clinical, biological, therapeutic, and in 
hospital evolution data for all patients consecutively 
admitted to a participating center for a suspicion of 
severe trauma based on national triage criteria [15]. For 
each patient, data collection ranges from the prehospital 
scene to hospital discharge. Severe trauma is defined as a 
situation suggesting life threatening or changing injuries 
(Additional file 1: S2).

Outcome measure
The primary outcome measure was the need for emer-
gency neurosurgery (EN) within the 24  h following the 
traumacenter admission. Emergency neurosurgery was 
defined as subdural or epidural hematoma evacuation, 
intracerebral evacuation, decompressive craniectomy 
and external ventricular drainage for intracranial hyper-
tension. The choice to perform EN was left to the trauma 
team in charge.

Predictor selection
This work considered initially using all 39 prehospital 
variables available in the data base. Preliminary analysis 
using machine learning methodology showed that these 
variables to be contributive predictors but only a lim-
ited number of them were identified to be important to 
ensure a satisfactory model performance. Several itera-
tions were conducted to select and retain the most rel-
evant predictors according to the Shapley values. This 
process provided fifteen prehospital predictors:

(1) Glasgow coma score, (2) Initial systolic blood pres-
sure, (3) Initial diastolic blood pressure, (4) Initial oxygen 
saturation, (5) Orotracheal intubation (during prehos-
pital management), (6) Pupillary abnormalities (one or 
both pupils unreactive), (7) Administration of osmother-
apy (Mannitol or Hypertonic Saline Solution (SSH) dur-
ing prehospital management), (8) Regression of pupillary 
abnormality after osmotherapy, (9) Initial heart rate, (10) 
Mechanism of injury: fall from height, (11) Mechanism 
of injury: road traffic accident, (12) Mechanism of injury: 
firearm injury, (13) Mechanism of injury: other mecha-
nisms, (14) Mechanism of injury: blunt by object (15) 
Capillary hemoglobin value.

Data analysis
The dataset was divided into three partitions: the deri-
vation set (training set and validation set) and the test 
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set. Derivation and test set were composed according 
to a temporal split (derivation set from 15/11/2010 to 
12/5/2019, the test set from 13/5/2019 to 6/12/2020). The 
derivation set was split again into training and validation 
sets based on the 80/20 time-based split. Missing values 
were handled by the factorial analysis for mixed data 
(FAMD) imputation strategy. Models trained with an 
imbalanced dataset risk a bias toward the majority class. 
To avoid this bias, the study group adopted the Synthetic 
Minority Over-sampling Technique (SMOTE) in order to 
balance class distribution in the training set [16] (Fig. 1). 
SMOTE randomly increases the minority class (need of 
neurosurgery after TBI) examples by synthesizing new 
minority instances from the existing ones. They are gen-
erated by randomly selecting one or more of the k-near-
est neighbors for each example in the minority class.

Training proceeded on the training set and param-
eters defining the model architecture (hyperparameters) 
were determined with the validation set. Once the set 
of hyperparameters leading to the best model perfor-
mance were determined, a final evaluation was carried 
out on the test set. This final step aimed to test out how 
the trained model could be generalized to the new data 
which correspond to the test set.

Model selection
The performance of the prediction was compared 
among candidate models, which included both linear 
and nonlinear prediction models. These included logis-
tic regression, k-nearest neighbors, stochastic gradient 
descent, and ensemble methods such as that of gradient 
boosting. In order to maximize the timely identifica-
tion of patients that require EN, models were trained by 

optimizing an F2-score. This choice allowed the model 
to be trained by limiting false negatives responsible for 
potentially harmful secondary transfer delaying nec-
essary EN. The mean Area Under Curve (AUC) was 
calculated to measure and compare the predictive per-
formance of each model during the final step (test set).

Interpretability
SHAP (Shapley Additive exPlanations) is a framework 
for Shapley Value which attributes an importance value 
to each for the prediction (emergency neurosurgery 
within 24 h in this work). The Shapley value provides a 
quantitative measure into how important each prehos-
pital variable is to the overall cooperation of variable. 
For every patient, the Shapley value of each variable 
is calculated to identify its impact on the prediction 
of EN within 24  h. By averaging the Shapley value for 
each variable of each patient we were able to rank and 
evaluate its importance in the prediction model. The 
Shapley value works for both classification of variable 
importance and variable effects. A summary plot com-
bines variable importance and effects. Each point on 
the summary plot is a Shapley value for a variable and 
an instance. The color represents the value of the vari-
able from low (blue) to high (red), overlapping points 
are deterred in the y-axis. In this work, positive Shapley 
values contribute to the prediction of positive outcome 
(EN within 24 h) and vice versa.

Fig. 1 Distribution of train‑valid‑test dataset: “Synthetic” examples are created by Synthetic Minority Oversampling Technique (SMOTE) only in the 
training set to cope with the bias toward the majority class due to the imbalanced distribution of the target variable (Emergency neurosurgery 
within the 24 h hours after admission)
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Statistical analysis
To describe the continuous variables, we applied 
median and interquartile range while number and pro-
portion were applied for the categorical variables.

Results
Population
A total of 27,023 patients were included in the Trauma-
base® between November 2011 and December 2020. 
2,159 patients meeting the inclusion criteria were 
included in the study of whom 914 patients (42%) 
required EN within the first 24  h (Flow chart, Fig.  2). 
The distribution of the number of patients included in 
the derivation set (training and validation set) and in the 
test set is presented in Fig. 2. The mean age was 35 years 
[IQR 24–52] and the population was predominantly 
male (77%). Road traffic accidents were the main cause 
of trauma (53%) followed by falls from height (32%). The 
median GCS score was 6 [3–9] and 36% had a pupillary 
abnormality. Injury severity score (ISS) was 29 [22–38] 
and 84% of the patients were on mechanical ventilation 
in the pre-hospital setting. The characteristics of the 

patients without imputation and after imputation are 
summarized in Table 1.

Prediction model
The logistic regression model showed an AUC of 0.76, 
the nearest neighbor (knn) technique performed less 
favorably with an AUC of 0.70. The AUCs of the other set 
of techniques (Logistic regression, Knn, Sgd, Lgbm and 
xgb) ranged from 0.70 to 0.81 (Fig. 3). The best predictive 
model for EN within the first 24 h was obtained with the 
CatBoost set technique (AUC: 0.81) (Fig. 3).

Confusion matrices
The confusion matrices for the different models are pre-
sented in Fig. 4. All the models trend to limit the num-
ber of false negatives. The Catboost model has a balanced 
prediction with 44 false negatives and 68 false positives. 
The best predictive model to limit the false negative is the 
xgb (30 false negatives) (Fig. 4).

Predictor selection
According to the Shapley values, of the 15 prehospital 
variables used by the model, a low Glasgow Coma Score, 
the regression of the mydriasis after osmotherapy, a high 
systolic or diastolic blood pressure and a low heart rate 
were the most influential variables to predict neurosur-
gery within 24 h following trauma (Fig. 5). All the prehos-
pital variables used in the model are presented with the 
Shapley value in Fig. 5.

Discussion
Prehospital identification of TBI patients who require EN 
within 24  h could be useful to increase timely disposi-
tion to a SNC, to efficiently anticipate required resources 
and accelerate a patient specific workflow. In the present 
study, ML-based models were able to predict with suf-
ficient discrimination the necessity for EN within 24  h 
after moderate and severe TBI. This result tends to con-
firm that linear models such as CatBoost convey new 
tools to elaborate prediction model as compared to com-
monly used logistic regression models (Additional file 2: 
Graphical abstract).

This study has several strengths. Firstly, data were 
extracted from a large national registry with robust data 
management. These data were collected from multiple 
geographically and structurally distinct regions with dif-
ferent trauma systems. Secondly, data were analyzed by 
trained and experienced data scientists through a multi-
disciplinary partnership [17]. Thirdly, whereas machine 
learning-based models frequently rely on a large number 
of variables the present models rely exclusively on a few, 
rapidly and easily available pre-hospital variables in daily Fig. 2 Flowchart
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practice and make it suitable for a decision-making tool. 
Fourthly, our results are consistent with a recent study by 
Abe et al. In this study, ML algorithms have achieved the 
same performance as our model (AUC: 0.78) in detect-
ing intracerebral hemorrhage after traumatic brain 
injury [18]. Finally, this study provides information on 
the “black box” of the model through Shapley values in 
order to ensure explainability for clinicians and increase 
acceptance.

Predictor selection
ML-based decision support systems frequently lack the 
possibility to be understood in their logic. Explainability 
and interpretability of ML models remain a challenge in 
the field of data science and should be improved in order 
to provide fully accurate and convincing results. In our 
study, the “black box” of the most pertinent model (Cat-
boost model) was explored through the Shapley value. 
This method provides an explanation to the mechanism 
of a complex model and illustrates how decisions are 

made. This insight confirms to the clinicians that ML 
apply to medical data present a medical consistency. In 
the Catboost model, the most important variable in the 
prediction was the SBP with more EN use when SBP is 
high. Moreover, a low heart rate value was associated 
with neurosurgery. The association of a high blood pres-
sure and a low heart rate known as the Cushing’s reflex 
corresponds to the adaptive response of the brain to 
severe intracranial hypertension [19, 20]. It has already 
been demonstrated that this reflex was a predictor for 
neurosurgery [21]. A low Glasgow Coma Score and a 
pupillary abnormality were found to be important fac-
tors for EN prediction. They frequently indicate a severe 
brain lesion such as subdural or extradural hematoma 
with a mass effect on the brain [22]. All the variables, but 
also the meaning of the variables in our predictive model 
seem to be medically consistent and present a strong 
physiopathological rationale.

Table 1 Patient’s characteristics before and after imputation

BMI body mass index, GCS Glasgow coma score, ISS injury severity score, SAPS 2 simplified acute physiology score

Unimputed Imputed

Value n Value n

Age, years 35 [24–52] 2159 35 [24–52] 2159

Female 494 (22.9) 2153 499 (23.1) 2159

BMI kg/m2 24 [22–26] 1829 24 [22–26] 2159

GCS 6 [3–9] 2159 6 [3–9] 2159

Initial oxygen saturation, % 97 [91–99] 1924 96 [90–99] 2159

Heart rate, beats per minute 91 [72–115] 1706 90 [75–110] 2159

Capillary hemoglobin value (HemoCue) 13.4 [12.0–14.9] 1717 13.0 [12.0–14.0] 2159

Initial blood pressure

  Systolic blood pressure 122 [100–140] 1709 121 [100–140) 2159

  Diastolic blood pressure 75 [60–89] 1701 72 (60–86] 2159

Orotracheal intubation in prehospital setting, n (%) 1818 (84.7) 2147 1820 (84.3) 2159

Presence of pupillary abnormalities, n (%) 762 (35.7) 2137 770 (35.7) 2159

Administration of osmotherapy (Mannitol or HSS), n (%) 515 (23.9) 2159 515 (23.9) 2159

Regression of pupil abnormality after administration of osmoth‑
erapy, n (%)

228 (34.7) 657 228 (34.7) 657

Type of accident 2158 2159

  Road traffic accident (%) 1150 (53.3) 1150 (53.3)

  Fall from height (%) 681 (31.6) 681 (31.6)

  Firearm (%) 118 (5.5) 118 (5.5)

  Hit by blunt object (%) 67 (3.1) 67 (3.1)

  Other 142 (6.6) 143 (6.6)

ISS head‑neck 4 [2–5] 2159 4 [2–5) 2159

ISS 29 [22–38] 2110 29 (22–38] 2159

SAPS 2 50 [39–63] 2132 50 (39–63] 2159

SOFA 9 [7–12) 1367 8 [7–11] 2159

In hospital mortality, n (%) 573 (27.7) 2159 573 (27.7) 2159
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Outcome: emergency neurosurgery within 24 h 
after admission
ML techniques, especially supervised learning tech-
niques, optimize their models based on large data sets. 
Thus, the definition of the prediction target is of crucial 
importance. In the registry used for this study, EN within 
24  h is an observed and predefined variable and is not 
derived from a theoretical indication or proxy. This speci-
ficity may increase inaccuracy if the model is applied to 
datasets that rely on theoretical indication or a proxy. 
Furthermore, clinical practice patterns may vary across 
clinicians, hospitals or trauma systems [23]. For example, 
based to the Shapley values, TBI after firearm injury have 
less neurosurgical requirement than other mechanisms. 
We can hypothesize, in these cases, that clinicians agreed 
on early withdrawal of care and refrained from surgi-
cal management of often catastrophic ballistic cerebral 
injuries. Thus, the self-learning quality of the model may 
induce a systemic bias in this case. To further compen-
sate for the bias of early withdrawal of care in the case 
of catastrophic injury, all patients who died within 24 h 
were excluded. The 42% rate of EN in our study is higher 
than the 15–30% reported in previous studies. Those 
studies generally focus on the admission period, whereas 
the present study extended to the first 24 h during which 
injuries such as contusions or subdural and extradural 
hematomas can evolve and required secondary neurosur-
gical management.

Perspective
Referral of trauma patients to a trauma center improves 
mortality and morbidity, especially when the severity 
of the injury is significant [24, 25]. Indeed, trauma sys-
tems can only reach their full potential when patients are 
transported to the right hospitals within the right time 
and if local resources are activated appropriately. Thus, 
early identification of TBI patients that will require EN 
is important to avoid delay or anticipate adequate treat-
ment (blood product for TBI coagulopathy, catechola-
mine to improve cerebral pressure perfusion). However, 
the prehospital triage phase is time-constrained and aids 
to diagnosis are limited. Hence, this ML model which is 
based exclusively on a few pre-hospital variables could 
help to streamline the entire management of the most 
severe TBI patients with the final purpose to improve 
early survival and reduce long-term disabilities [8, 26, 
27].

ML-based clinical algorithms have to be focused on 
augmenting rather than replacing human intelligence. 
In situations characterized by uncertainty and complex-
ity, ML tools could provide more reliable and reproduc-
ible decision-making or support human decision-making 
when in doubt. This hypothesis needs to be tested. The 
fact that our model used the same physiological reason-
ing as clinicians confirms its robustness but also raises 
the question of its added value. In consequence, the next 
step is to assess prospectively the performance of the 

Fig. 3 Area under the curve of the different artificial intelligence models after the "Test set" phase
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tool compared to physician prediction based on the same 
information. Finally, if ML models are used in a daily 
practice to detect the severity of patients’ injuries and 
for decision-making process, their safety profiles should 
be carefully evaluated in order to avoid harming a group 
of patients. Indeed, as presented in confusion matrix, the 
Catboost model had a 20% false negative rate for NS. This 
false negative rate could be a concern at the patient level 
considering the risk of undertriaged and therefore denied 
access to high-resource resuscitation. Thus, the final step 
requires work flow integration and assessment of interac-
tion with the clinicians and patient’s outcome.

Limitation
The limitations of this study require consideration. 
Firstly, this is a retrospective study based on registry 
data and we were not able to breakdown the type of 
brain injuries (subdural hematoma, epidural hematoma, 
subarachnoid hemorrhage). Secondly, the study focused 
exclusively on directly admitted patients to exclude 
cases with missing data, since reliable prehospital data 

are often missing after secondary transport. Thirdly, 
the SMOTE technique employed to balance each group 
during the training phase may generate bias by creating 
artificial new patients. However, the technique remains 
a recommended reference frequently used in ML mod-
els. Fourthly, Shapley values do not provide any specific 
thresholds for continuous variables such as high blood 
pressure or low heart rate. Thus, we are unable to recom-
mend a precise threshold for each feature to trigger the 
referral of TBI patients to a specialized center. Finally, 
to design this model we have chosen a time-based split 
which is questionable considering the evolution in TBI 
management and prognosis in recent years. However, to 
frame time-dependent events and dynamic change such 
as management patterns, time-based splitting provides a 
robust and recommended approach.

Fig. 4 Matrice of confusion of the models: The confusion matrix describes the performance of each classification model. For example, the Catboost 
model has a balanced prediction with 44 false negatives (patient that will require neurosurgery but not identified by the model) and 68 false 
positives (patient that will not require neurosurgery but identified by the model as requiring emergency neurosurgery)
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Conclusion
In this study several ML models predicted the necessity 
for EN within 24  h after moderate and severe TBI with 
acceptable discrimination. These models are based exclu-
sively on a few, rapidly and easily available pre-hospital 
variables opening the perspective to integrate the model 
easily into a clinical decision support tool. The reliability 
and usefulness of such a tool deserves assessment in pro-
spective studies.
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less important is. For example, the distribution of the feature value 
along the x‑axis indicates that low systolic pressure contributes 
to a prediction of negative outcome and high systolic pressure 
contributes to a prediction of positive outcome
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